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Recent science education reform has been marked by a shift away from a focus on facts toward
deep, rich, conceptual understanding. This requires assessment that also focuses on conceptual
understanding rather than recall of facts. This study outlines our development of a new
assessment framework and tool—a taxonomy— which, unlike existing frameworks and tools, is
grounded firmly in a framework that considers the critical role that models play in science. It also
provides instructors a resource for assessing students’ ability to reason about models that are
central to the organization of key scientific concepts. We describe preliminary data arising from
the application of our tool to exam questions used by instructors of a large-enrollment cell and
molecular biology course over a 5-yr period during which time our framework and the assess-
ment tool were increasingly used. Students were increasingly able to describe and manipulate
models of the processes and systems being studied in this course as measured by assessment
items. However, their ability to apply these models in new contexts did not improve. Finally, we
discuss the implications of our results and the future directions for our research.

INTRODUCTION

Over the past 30 yr U.S. science education has repeatedly
been cited as being in need of repair (National Science Board
Commission on Precollege Education in Mathematics, Sci-
ence, and Technology, 1983; National Commission on Excel-
lence in Education, 1983; Rutherford, 1990). Such character-
izations have focused primarily on K–12 science education.
However, criticisms of postsecondary science education in
the mid- to late-1980s and throughout the 1990s have
strengthened the opinion that the entire K–18� continuum
of science education is in need of serious reform (National
Science Board, 1986; National Research Council [NRC],

1996a; National Science Foundation, 1996; Boyer, 1998). It
has been widely suggested that one solution to the present
problems is to recalibrate science teaching so as to empha-
size deep understanding of scientific concepts rather than
acquisition of facts (e.g., Tanner and Allen, 2005).

However, when teaching and learning are more intimately
wedded to understanding rather than fact acquisition, a par-
ticular problem arises—what counts as understanding? Many
efforts to improve scientific understanding have focused on
finding ways to bring students’ everyday experiences to bear
on scientific problems (NRC, 1999; Nemirovsky et al., 2005).
The difficulty with such efforts is that most scientific ideas are
not closely tied to learners’ everyday experiences (e.g., those
associated with extremely large or small spatial and/or tem-
poral scales). As a result, students rely on one of two strategies
(or some combination of the two) for learning. They may try to
fit their experiences to the situation, which results in a narrative
explanation of how a system operates or a process unfolds.
Alternatively, they may make use of disconnected bits of
knowledge or facts they glean from their school-based science
experiences to make some sense of these systems or processes
(Bransford et al., 1999). Neither of these strategies involves
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students in making use of scientific principles in rigorous ways
or in seeing the system in a way that is similar to how scientists
might conceptualize them—as a complicated set of interacting
and dynamic processes governed by fundamental principles.
Nor does this kind of reasoning provide predictive power.
Several researchers have argued that student knowledge might
appear fragmented and inconsistent because it consists of
weakly organized resources (McDermott, 1991; e.g., DiSessa,
1993)—what Redish (2003) calls modular reasoning. In con-
trast, we want students to engage in what we call “the princi-
pled use of models,” that is, we want them to use the models
presented to them in class along with fundamental principles
such as conservation of energy or matter to make sense of
complex processes they are studying.

In addition to the problem of deciding what counts as un-
derstanding, two other problems arise when teaching, learn-
ing, and understanding are set within the context of large-
enrollment undergraduate science courses undergoing reform.
First, how does one assess large numbers of students to deter-
mine the extent to which they have developed deep, rich,
and/or conceptual understanding of the course material in a
useful and timely manner? Second, what is a reasonable tax-
onomy for sorting assessment items so that items that demand
similar levels of principled use of models can be compared in
longitudinal studies of courses undergoing change?

The work of our research group has been directed at these
problems; the study presented here is part of a larger research
program investigating teaching and learning in undergraduate
science courses. In this article, we describe the development of
a unique assessment taxonomy that allows biology instructors
to sort assessment items according to the level of the principled
use of models they demand of students for the purpose of
generating descriptions of student performance and transfer of
learning. We also present preliminary data arising from the
application of our assessment taxonomy to the exam questions
used in a large-enrollment foundational cell and molecular
biology course over a 5-yr period for the purpose of studying
the effects of instructional changes. More specifically we asked
two research questions:

1. From 2002–2007 (the years that immediately preceded
and spanned the first three years of our project work),
what level of performance with respect to models of
photosynthesis and cellular respiration did instructors of
a large-enrollment cells and molecules course (hereafter
referred to as “Bio101”) demand of their students on
multiple-choice exam questions?

2. From 2002–2007, how did students’ performance in this
course change with respect to assessment items about
models of photosynthesis and cellular respiration?

Finally, we discuss the implications of our findings and
future directions for research.

BACKGROUND

Efforts to Define Understanding in Science
Education
At the K–12 level, prominent national documents such as the
NRC’s National Science Education Standards (NRC, 1996b),
the American Association for the Advancement of Science’s

(AAAS) Science for All Americans (Rutherford, 1990), and
AAAS’s Benchmarks for Science Literacy (AAAS, 1993) have
created frameworks for understanding. In all of these reform
documents, understanding requires both the “integration”
and the “use” of knowledge; understanding is thus concep-
tualized in terms of both knowledge and performances or
actions.

What counts as understanding at the undergraduate level,
however, is more opaque than in K–12 documents. Al-
though some college and university instructors currently
look to Standards and/or Benchmarks for guidance in as-
pects of their planning, assessment, and instruction, in most
cases, undergraduate biology instructors are likely to seek
more local ideas regarding what counts as understanding
(Tanner and Allen, 2002). For example, college and univer-
sity biology instructors might look to statements of goals
and/or objectives in textbooks, to their previous experiences
as instructors (or as students themselves), or to curricular
materials from previous course instructors.

One effort to address understanding specifically at the
undergraduate level is the NRC report, Improving Under-
graduate Instruction in Science, Technology, Engineering,
and Mathematics: Report of a Workshop (2003a). The focus
of this document is the critical importance of “conceptual”
and “functional” understanding; thus, as in K–12 docu-
ments, understanding is conceptualized in terms of both
knowledge and performances—though in the university
context, application of concepts or principles rather than
action is used. Application, as Bloom (1956) defined it, is a
way of describing a learning objective. “Given a problem
new to the student, he will apply the appropriate abstraction
without having to be prompted as to which abstraction is
correct or without having to be shown how to use it in that
situation” (p. 120). This ability or practice is also referred to
as transfer (cf Committee on Developments in the Science of
Learning, 2000).

In another NRC publication, BIO2010: Transforming Un-
dergraduate Education for Future Research Biologists
(2003b), “conceptual understanding” is also addressed.
However, in this document, while the concepts that under-
graduate science students should understand are listed, little
attention is paid to the specific types of performances that
would reveal this understanding. A similar treatment of key
concepts without explicit links to performances appears in
the Massachusetts Institute of Technology-developed Biol-
ogy Concept Framework (BCF; Khodor et al., 2004). Thus,
the performances that would reveal understanding of key
concepts have yet to be articulated. To assess these perfor-
mances, what is required is not only a tool that measures
them (e.g., Smith and Tanner, 2010), but also a framework
designed to reflect student understanding that identifies and
describes these key performances. What follows is a brief
description of three recently developed tools and frame-
works.

Existing Tools and Frameworks for Assessing
Student Knowledge/Performance

Concept Inventory Tests. Concept Inventory Tests—for ex-
ample, those currently used widely in physics (Hestenes et
al., 1992), biology (Anderson et al., 2002), and genetics (Smith
et al., 2008)—are a collection of discipline-specific assess-
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ment tools designed to allow instructors to acquire informa-
tion regarding students’ conceptual understanding. In
most cases, the tool itself consists mainly of multiple-
choice questions with each of the distractors or foils—i.e.,
the incorrect answers— based on well-documented mis-
conceptions. The framework underlying these tools is
based on assumptions about students, teaching, and
learning consistent with conceptual change theory (Pos-
ner et al., 1982). When students select certain distractors in
individual or small groups of questions, instructors have
access to specific information regarding students’ miscon-
ceptions. Once identified, these misconceptions can be
used to inform instruction via specific types of interven-
tions (Posner et al., 1982; Strike and Posner, 1992). Under-
standing is conceptualized in terms of both knowledge
and practices. In the Biology Concept Inventory (BCI), for
example, knowledge mainly takes the form of knowing “con-
cepts,” and practices primarily take the form of actions like
conclude, compare, identify, interpret or translate, predict, and
explain (Garvin-Doxas and Klymkowsky, 2008; Klymkowsky
and Garvin-Doxas, 2008).

Diagnostic Question Clusters. This approach is designed to
allow instructors to look specifically at students’ under-
standing of matter, energy, systems, and scale using Diag-
nostic Question Clusters (DQCs). Like the BCI, the DQC
group has designed an assessment tool that consists of mul-
tiple-choice questions with distractors based on patterns in
student thinking (Wilson et al., 2006). The DQCs also resem-
ble the BCI, in that cluster questions ask students to take
actions like predict and explain, but the main emphasis of
their assessment tools—whether for photosynthesis or for
cellular respiration—is to gauge students’ ability to trace
and conserve matter and energy in and through dynamic
systems at various scales. In other words, the DQCs look
at students’ ability to use broader principles as opposed to
the more specific concepts addressed in the BCI. While
tools like the BCI and the DQCs share certain similarities
in terms of how they conceptualize understanding, by
foregrounding different knowledge and performances
they afford instructors different views of student under-
standing in biology.

Blooming Biology Tool. The two approaches to assessing
student understanding outlined above are based on new
types of multiple-choice items, in both cases developed
through rigorous and recursive processes. An entirely dif-
ferent approach to helping instructors assess students’ un-
derstanding is to offer instructors a tool for analyzing al-
ready existing assessment items. The Blooming Biology Tool
(BBT; Crowe et al., 2008) uses the familiar language of
Bloom’s taxonomy of educational objectives (Bloom, 1956) to
classify already existing exam questions. Its framework for
understanding is defined primarily by familiar Bloom cate-
gories such as knowledge, comprehension, application,
analysis, synthesis, and evaluation. Via the BBT’s interpre-
tation of Bloom’s taxonomy, understanding assumes various
“levels” and “skills.” Memorization and recall, for exam-
ple, are “lower-order cognitive skills that require a mini-
mum level of understanding,” whereas things like the
application of knowledge and critical thinking are “high-
er-order cognitive skills that require deep conceptual un-

derstanding” (Crowe et al., 2008, p. 368). As with Concept
Inventory Tests and the DQCs, understanding involves
both knowledge and performances. The tool is not tied to
any particular concept or topic in biology. However, be-
cause higher levels of understanding in the BBT (i.e.,
“deep conceptual understanding”) are tied to perfor-
mances such as the “application” of knowledge, under-
standing is considered the product of both knowledge and
performances. The BBT affords instructors a view of stu-
dent performance in biology that, like the Concept Inven-
tories and the DQCs, is sensitive to assessment challenges
faced in large-enrollment courses.

Assessing Understanding in Large-Enrollment
Undergraduate Courses
Assessment in large-enrollment courses often aims for a
workable balance between comprehensiveness and effi-
ciency which, in most cases, results in the use of exams with
items that can be computer-scored. One of the advantages of
such assessments is their expediency: they can be scored and
returned to students in a short period of time. In addition,
the use of scoring offices or testing services found at many
large institutions offers instructors additional types of feed-
back. Instructors, for example, can make use of basic statis-
tical summaries provided by such services to determine the
least/most difficult questions on an exam. Instructors can
also conveniently do things like view data describing the
least/most frequently chosen answers to a multiple-choice
question.

One response to the problem of assessing large numbers
of students in courses has been to encourage instructors to
include additional forms of assessment, such as the use of
open-ended questions, project-based assessment, and/or the
use of student portfolios (Angelo and Cross, 1993; NRC,
1996b, 2001). Another has been to increase the frequency of
different types of assessment, e.g., formative assessments,
during instruction (NRC, 1996b; Black and Wiliam, 1998;
Yorke, 2003). Technology has also played a significant role in
assessment conversations. For example, much has been re-
ported on the use of handheld electronic devices or “click-
ers” as a tool for assessing student understanding (Mazur,
1996; Brewer, 2004; Fitch, 2004; Zhang et al., 2005; Campbell
and Mayer, 2006; Caldwell, 2007). Each of these approaches
has its affordances and constraints. In large-enrollment
science courses, time and resource constraints make the
use of some modes of assessment such as open-ended
questions a significant challenge.

In our view, the increasing number of frameworks and
tools for assessing student understanding provides under-
graduate biology instructors with multiple ways of describ-
ing student understanding that mobilize a wide range of
knowledge and performances; however, these existing
tools/frameworks are by no means comprehensive. Below
we discuss our development and use of a new framework
for assessing student understanding. Like the BBT, our
framework is a taxonomic scheme for classifying multiple-
choice questions. Unlike what has already been described,
our tool is grounded in an underlying framework that con-
siders the critical role that models play in science, as well as
the critical role for the use of scientific principles. As such, it
offers instructors a resource for assessing understanding
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that is grounded in the work of scientists and in the structure
of the discipline.

Development of a Taxonomy to Classify
Assessments Based on Principled Use of Models
Various case studies of scientific practice have identified the
construction and extension of models as one of the central
tasks of scientific research (Rouse, 1987; Giere, 1988; Picker-
ing, 1995). Model construction and extension is, as Pickering
explains, “constitutive of scientific practice” (1995, p. 55).
Such models, in turn, provide frameworks for organizing
and directing subsequent research (Downes, 1992). Similar
statements about the importance of models and modeling in
science have been made by many scientists and scholars of
science (Giere, 1988, 1991, 2004; Gilbert, 1991; Magnani et al.,
1999). Many K–12 science educators and researchers have
taken up this general recognition of the importance of mod-
els in science, and one can now find an increasing number of
studies that examine the use of models in K–12 classrooms
(Grosslight et al., 1991; Cartier, 2000a, 2000b; Treagust et al.,
2002; Lehrer and Schauble, 2005).

What counts as a model in science and in science educa-
tion can be difficult to pin down (e.g., Giere, 2004). Coll and
Treagust (2003) recognized this problem in their discussion
of the wealth of models including mental models, expressed
models, public models, consensus models (including con-
sensus science and consensus teaching models), teaching
models, and scientific models. The kind of model that un-
dergirds the assessment tool that we present here is most
similar to what Coll and Treagust have called teaching mod-
els, which they define as “mental models as presented by
teachers.” (See also Gilbert et al., 2000.) They distinguish
teaching models from both “consensus models” (i.e., ”public
or expressed models made available to the scientific and
teaching community“) and from “scientific models” (i.e.,
consensus models that are “subject to and survive rigorous
experimental testing, published in scientific literature, and
widely accepted by the scientific community”; Coll and
Treagust, 2003, p. 465). Teaching models can be viewed as
pedagogically tuned simplifications or adaptations of con-
sensus and/or scientific models. Although they are meant to
retain many of the intellectual properties of consensus or
scientific models, teaching models have been recalibrated for
a different audience—science students rather than scientists.
An often implicit feature of teaching models is that they
adhere to basic scientific principles of consistency.

There is good reason to believe that such principles should
be made explicit in science classrooms. The tracing and
conserving of matter and energy within and between sys-
tems of differing size or scale is fundamental to the different
scientific disciplines and has been emphasized by both sci-
entists (c.f. Prigogine, 1961; Schrödinger, 1967; Prigogine
and Stengers, 1984; Salthe, 1985) and science educators (c.f.
Lemke, 1990, 1995). Perhaps nowhere in the scope of topics
of introductory cell biology courses do the importance of
these two principles become more apparent than in models
of photosynthesis and cellular respiration. For example, trac-
ing a variety of carbon- and oxygen-containing compounds
through cells, as well as tracing energy as it is transformed
from light to chemical potential energy, are crucial to devel-
oping a deep understanding of these two keystone concepts

in biology. Therefore the principled use of teaching models
is an important goal.

It was with this notion of teaching models that we devel-
oped our assessment taxonomy. We used it to evaluate the
effects of instructional changes on students’ principled use
of models of photosynthesis and cellular respiration during
a 5-yr period. We present here both the taxonomy and the
results of this study.

MATERIALS AND METHODS

Course Context
Bio101 is a large-enrollment, three-credit, introductory cell
and molecular biology course offered each semester at our
university. From 2003 on the course was cotaught by the
same two instructors. Before that, each of the instructors
taught the course on his own—one instructor since 1991 and
the other since 1996. In many ways, Bio101 is typical of
introductory-level courses at other large universities. Each
section of the course typically enrolls between 350 and 500
students and meets either thrice weekly for 50-min class
periods or twice weekly for 75-min class periods over the
course of a 15-wk semester. It has a general chemistry pre-
requisite, and enrollment is approximately 1600–1800 stu-
dents per year. Each section is typically taught by one or two
instructors (in our case two) with one graduate student in
the role of a teaching assistant (TA) to manage homework
assignments and assist instructors with the use of technol-
ogy during lecture. There is no accompanying recitation
section, and the associated two-credit laboratory course,
which meets once a week for 3 hr during the semester, is not
required to be taken concurrently. The course is required for
all students majoring in science, including a large percent-
age of allied health majors. Although homework is a re-
quirement and counted in the overall grading scheme,
approximately 90% of a student’s course grade comes from
performance on three midterm examinations and one final
exam.

Development of a Classification Scheme to
Delineate Question “Types”
We needed a method to categorize the photosynthesis and
cellular respiration multiple-choice questions used on
Bio101 exams that would address both knowledge and per-
formance dimensions. We combined a nondisciplinary-spe-
cific taxonomic scheme with the disciplinary-specific notion
of teaching models. At first, we turned to existing taxono-
mies such as Bloom’s taxonomy of educational objectives
(Bloom, 1956) as well as to more recent taxonomies (e.g.,
Marzano, 2001; Anderson et al., 2001). In the end, we decided
against the use of these taxonomies because of the disciplin-
ary-specific demands created by our emphasis on teaching
models. We set each of the four categories for classifying
existing exam questions in relation to specific aspects of such
models for photosynthesis and cellular respiration. An ex-
ample of a common teaching model for photosynthesis,
designed specifically for a student audience, is displayed in
Figure 1.

Based on our examination of this model alongside others
that exist for these topics, we developed a basic four-cate-
gory taxonomic classification scheme (Table 1).
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Category 1 represents those questions that may be related
to photosynthesis or cellular respiration but do not directly
address a core feature of a teaching model as used by the
instructors. Category 2 is reserved for questions that require
students to describe or reproduce a teaching model in a form
similar to that in which it was presented during instruction.
In other words, this type of question makes direct use of the
same set of standard representations (and/or situations,
scenarios, examples, etc.) that were used, for instance, in the
lectures and/or in the homework assignments. In Category
3, students are required to infer the logical conclusions of
variations (modifications) of a teaching model presented in
the question. In other words, they manipulate a model. The
model in question, however, is still primarily in a form
similar to that in which it was presented during instruction.
Finally, Category 4 is reserved for those questions that re-
quire students to apply a teaching model (and may also
include a manipulation) to a problem beyond the original
contextual or instructional boundaries.

RESULTS

Applying the Taxonomy to the 2002–2007 Exam
Questions
We applied the taxonomy to all photosynthesis and cellular
respiration multiple-choice questions used on midterm and
final exams between 2002 and 2007. The questions from
years 2006 and 2007 had each been used during the 2002–
2005 period, resulting in 149 exam questions to be rated. Five
raters (the two course instructors, two science education

faculty, and one science education graduate student) rated
the questions independently according to the four categories
of the taxonomy.

Data were analyzed using SPSS Version 17 for Windows.
The ratings from the five raters had a Cronbach’s alpha of
0.88. Cronbach’s alpha measures how well a set of items (or
variables) measures a single unidimensional latent construct
and varies from 0 to 1.0. Values above 0.7 or 0.8 are consid-
ered very good in the sense that they indicate that raters are
attending to the same underlying construct. In this case, 0.88
suggests that the five raters had general agreement on the
underlying four-category structure of the taxonomy when
applying it to the exam questions. With respect to the intra-
class correlations coefficients, there was a Single measure score
of 0.60, p � 0.000 and an Average measure score of 0.88, p �
0.000. Intraclass correlation coefficients measure the degree of
reliability of the ratings. They can range from 0.0–1.0. The
single measures are the reliability if using just one of the
judges. The average measure is the reliability using all the
judges. Because our average measures were higher than our
single measures, we decided to use the ratings of the 2002–
2007 exam questions from all five raters rather than relying
on the ratings of any one individual.

To further understand the underlying conceptual struc-
ture represented by this taxonomy, we used SPSS to perform
a hierarchical cluster analysis on the five individual rater
classifications of each of the 149 photosynthesis and cellular
respiration exam questions (Figure 2). Cluster analysis
groups objects based on their similarity on one or more
attributes (in this case exam question ratings from five rat-
ers.) The resulting taxonomic tree shows which objects are
most and least similar. There are several methods of pro-
ducing the clusters, but the most commonly used is the
unweighted pair-group method using arithmetic averages
(UPGMA.) UPGMA begins with a standardized data ma-
trix from which a resemblance matrix is computed that
measures the distances between each pair of objects. The
objects are then combined into clusters based on their sim-
ilarities. The clusters are combined until there is a single
cluster containing all of the objects (Romesburg, 1984) . The
results may be displayed using a dendrogram or tree dia-
gram, as shown in Figure 2. The individual “leaves” at the
bottom of the figure are individual questions. The “leaves”
have been color-coded based on the average rating each
question received. The horizontal lines are the scaled euclid-
ean distances between individuals or groups. Groups are
defined by “cutting the tree”—drawing a horizontal line
that crosses the vertical lines, or “branches.” The branches
define the groups. In Figure 2, any horizontal line greater
than 11 on the y axis cuts two branches, or groups. The
cluster of questions on the right side of the figure (questions
with an average rating �3.0) and the remaining questions on
the left side (questions with an average rating �3.0) are least
similar, with an average distance of 25 between those
groups. The maximum difference between any pair of ques-
tions in the cluster on the right side of the figure is 7, and the
maximum distance between the questions on the left cluster
is 11. The only horizontal line that will leave four clusters
would be between 10 and 11 on the y axis. However, these
four groups do not cluster questions with the most similar
interrater agreement, except for the branch on the far right
side. The interrater agreement is highest for questions in the

Figure 1. A teaching model for photosynthesis at the cellular level.
This teaching model draws particular attention to three key con-
cepts in photosynthesis: tracing matter (keeping track of specific
elements in photosynthetic reactions), tracing energy (keeping track
of energy transformations in photosynthetic reactions), and location
(keeping track of where photosynthetic reactions occur in the cell).

Table 1. Model-based taxonomy for the classification of photosyn-
thesis assessment items

Category Criteria

1 Not directly associated with features of the specific
photosynthesis teaching model as presented

2 Describe or reproduce the specific model
3 Manipulate the photosynthesis model in context
4 Apply the model in situations beyond the original

context
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1–2 range (orange to light green) and 3–4 (blue to purple)
range because the average linkage distances between ques-
tions in these clusters is small (5 and 7 respectively), indi-
cating relatively large agreement between raters. The aver-
age linkage distance between questions in the 2–3 range
(darker green and light blue) is 11, indicating less agreement
across the five raters on questions in the 2–3 range. This
figure shows the clearest delineation between those ques-
tions with an average rating between 1 and 3 and those with
an average rating between 3 and 4 (average linkage 25). This
analysis suggests a strong agreement among our five raters
that there are two broad clusters or categories of questions
based on the taxonomy. We performed our subsequent anal-
yses of student performance on these questions according to
the two clusters produced by the hierarchical cluster analy-
sis, Category �3 and Category �3.

Student Performance on Exam Questions
To compare performance of students across years, we di-
vided all of the 2002–2007 students into an upper 27.5 per-
centile (overall GPA � 4.0–3.4070), a middle 45 percentile
(3.4069–2.6377), and a lower 27.5 percentile (2.6376–0)
group. We calculated the cut scores for each of the groups by
taking the incoming GPA of each student between 2002 and
2007 and then using these GPAs to create three distinct
groups of students. Using the cut scores from these three
groups, we examined student performance on Category �3
questions compared with those rated Category �3. Table 2
shows the numbers of students in each GPA group for each

semester. There were two main reasons for disaggregating
students by GPA. First, there is an increasing awareness in
science education of those students who leave the sciences
either before or during their postsecondary education (To-
bias, 1990; Seymour and Hewitt, 1997). Our assumption in
creating the three GPA groups was that our lower and
middle groups of students were more likely to contain more
of these particular students who are at-risk for leaving.
Second, the middle group contained a majority of the future
K–12 science teachers. Because our research group in-
cluded many science teacher educators, they were espe-
cially interested in how this group was performing on the
different types of exam questions. In addition to the GPA
groupings, we also disaggregated student performance ac-
cording to topic, examining photosynthesis questions sepa-
rately from cellular respiration questions so as to be able to

Figure 2. Dendrogram of a hierarchical cluster analy-
sis of 149 photosynthesis and cellular respiration exam
questions from 2002 through 2005. Each question is
represented by the “leaf” at the bottom of the figure that
is color-coded to show the average rating of the ques-
tion by the five raters. The inset figure indicates the
scale for the average of the five reviewers’ ratings of
categories described in Table 1. The lower the linkage
distance score, the greater the agreement among review-
ers. Note bifurcation into two distinct branches with
questions with average ratings �3.0 clustered on the
right.

Table 2. Number of students in each GPA group per semester

Semester Lower 27.5
percentile
GPA (n)

Middle 45
percentile
GPA (n)

Upper 27.5
percentile
GPA (n)

FS02 115 134 79
FS03 81 137 106
FS04 86 202 121
FS05 73 165 109
FS06 101 201 116
FS07 72 138 68
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detect any differences in student performance between these
two topics.

Cellular Respiration. Figure 3A shows student performance
on cellular respiration midterm exam questions (adminis-
tered following the instruction on respiration) by category of
question and GPA group across semesters. The semester/
years are shown on the x axes. The percentage of correct
questions are shown on the y axes. Performance by students
in the lower, middle, and upper GPA groups are shown in
the three rows of symbols indicated by color and shape of
the symbol marking the mean for that year and the 95%
confidence intervals shown for each group. Performance on
questions with average ratings Category �3 are shown in

the left column; performance on questions with average
ratings categorized �3 are in the right column. In 2002 and
2004, there were no cellular respiration questions catego-
rized as �3, so there are no values shown for those semes-
ters in the figure.

For Category �3 cellular respiration questions, there is a
trend of improvement in student performance in the upper,
middle, and lower groupings between 2002 and 2007. In
terms of our framework for understanding, with the excep-
tion of 2006 in which there is a statistically significant drop
in student performance that we discuss below, Bio101 stu-
dents are generally improving from year to year in their
ability to describe/reproduce the cellular respiration model,

Figure 3. Student performance on cellular respiration exam questions (top of A) and photosynthesis exam questions (bottom of B) by
category of question and GPA group (2002–2007). The first column contains graphs of student performance on questions rated �3. The
second column contains graphs of student performance on questions rated �3. Performance for each of the three GPA groups (lower 27.5
percentile, middle 45 percentile, and upper 27.5 percentile) are shown with the means and 95% confidence intervals. QN is the number of
questions in a particular category in a particular year.
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to manipulate the teaching model within the contextual
boundaries in which it was originally presented during
instruction, and also to answer cellular respiration ques-
tions not directly related to specific aspects of the teaching
model. By 2007, the 95% CI bars are above the values for
years 2002–2004 in all three GPA groups, showing that
students were performing better than they had been in the
2002–2004 time frame (p � 0.05).

It is more difficult, however, to make any claims about
Category �3 questions. Given the 95% confidence intervals
and the smaller numbers of questions in this classification
category, there is no trend of improvement in students’
ability to answer these types of questions. In terms of our
framework for understanding, this suggests that Bio101 stu-
dents show no discernable year-to-year improvement in
their ability to manipulate and/or apply the cellular respi-
ration teaching model beyond the contextual boundaries in
which it was originally presented during instruction.

Photosynthesis. Figure 3B shows student performance on
photosynthesis midterm exam questions by category of
question and GPA group. The semester/years are shown on
the x axes. The percentage of correct questions are shown on
the y axes. Performance by students in the lower, middle,
and upper GPA groups are shown in the three rows of
symbols indicated by color and shape of the symbol mark-
ing the mean for that year along with the 95% confidence
intervals. Performance on questions with average ratings
Category �3 are shown in the left column; performance on
questions with average ratings categorized �3 are in the
right column.

Again, for Category �3 photosynthesis questions, there is
also a trend of improvement in student performance in the
upper, middle, and lower groupings between 2002 and 2007,
though the improvement for the lower GPA grouping is not
statistically significant. In contrast with the cellular respira-
tion questions, however, there is no drop in student perfor-
mance in 2006. On the contrary, 2006 student performance
follows a general trend in which Bio101 students demon-
strate continuous improvement on these types of questions.
In terms of our framework for understanding, Bio101 stu-
dents are generally improving from year to year in their
ability to describe/reproduce the photosynthesis model, to
manipulate the teaching model within the contextual
boundaries in which it was originally presented during in-
struction, and also to answer photosynthesis questions not
directly related to specific aspects of the teaching model.

As is the case with Category �3 cellular respiration ques-
tions, student performance on Category �3 photosynthesis
questions appears to decline; however, this is not statisti-
cally significant. In terms of our framework for understand-
ing, this suggests that Bio101 students show no discernable
year-to-year improvement in their ability to manipulate
and/or apply the photosynthesis teaching model beyond
the contextual boundaries in which it was originally pre-
sented during instruction.

Summary of Exam Question Types
In terms of assessing students for understanding in photo-
synthesis and cellular respiration, Figure 3 displays two
discernible trends. First, the total number of photosynthesis

and cellular respiration questions included on exams in-
creased sharply in 2004 from approximately 30–50, and this
increase was maintained between 2004 and 2007, except for
2006, when it was 30. Compared with 2002–2003, the Bio101
instructors were allotting larger portions of their 2004–2007
exams to questions regarding these two topics. We know
this to be true because the number of total exam questions
used each year between 2002 and 2007 remained relatively
constant. Second, as a percentage of the total number of
questions asked per year, the number of questions rated
Category �3 increased substantially. Between 2002–2004,
Category �3 questions constituted an average of 14% of the
total photosynthesis and cellular respiration exam questions.
Between 2005–2007, however, these same types of questions
constituted nearly 30% of the topic-specific questions. Com-
pared with 2002–2003, the Bio101 instructors were asking
more questions on their in 2005–2007 exams in which the
students were expected to manipulate and/or apply the
teaching models in unfamiliar contexts.

Taken collectively, these two basic trends highlight 2004–
2005 as a two-year period in the course in which the Bio101
instructors began a shift away from previous assessment
practices. Not only did they start devoting a larger percent-
age of their total exam questions to the photosynthesis and
cellular respiration teaching models, but they also started
devoting more of the photosynthesis and cellular respiration
exam questions to Category �3 type questions. In the lan-
guage of our framework for understanding, starting in
2004–2005 Bio101 students were asked to describe, manip-
ulate, and apply the teaching models more than Bio101
students in previous years.

DISCUSSION

Because the total number of Category �3 photosynthesis or
cellular respiration exam questions never exceeded seven
questions in a single year, we ran into difficulty performing
statistically meaningful tests. Thus, in 2003, for example, the
year in which students appeared to perform significantly
better on Category �3 photosynthesis questions than in
other years, there were only two questions available for use
in the analysis.

The cluster analysis suggests that, while there is good
rater agreement on the classifications of exam questions
using the four-category system, there is little difference
among Categories 1–3, which is the rationale for analyzing
them in the two groups rather than all four. In addition, very
few of the same questions were used in multiple years. This
may account for differences in performance across years as
different questions may have different levels of difficulty.
Question difficulty (how students perform) is not necessar-
ily a function of the taxonomic classification. There can be
questions on which many students do well, or poorly, at any
taxonomic scale. See Anderson et al. (2001, chapter 16) for a
discussion of the empirical evidence for student perfor-
mance as a function of Bloom’s taxonomic classification of
questions. Their meta-analyses show stronger correlations in
student performance on Bloom’s taxonomies are between
knowledge (“lowest” level) and evaluation (“highest” level)
than between adjacent levels, suggesting that student per-
formance is not a function of the Bloom taxonomy of the
questions.
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Several findings of importance are discussed below in
greater detail. These include 1) confronting a long-standing
pattern observed by the course instructors regarding class
averages on exam questions, 2) confronting the 2006 “dip” in
student performance on Category �3 cellular respiration—
but not photosynthesis—questions, and 3) confronting the
overall lack of steady gains in student performance on Cat-
egory �3 questions for both photosynthesis and cellular
respiration.

The 62% Rule
Course reform efforts in Bio101, particularly between 2002
and 2007, had been significant. Focused mostly on teaching
and learning of photosynthesis and cellular respiration, key
concepts for the course, they had included the introduction
of handheld, electronic student response devices or “click-
ers,” the development and administration of conceptually
linked “sequences” of clicker questions to address key
course concepts, and the use of the DQCs (Wilson et al.,
2006) both in class and on exams. Despite the 6-yr-long
commitment to course reform, the course instructors ob-
served that class averages on both midterm and final exams
between 2002 and 2007 rarely surpassed 62%. These aver-
ages were based on all questions, including both DQC and
non-DQC questions. The “62% Rule,” as it came to be called,
was cited by the instructors as evidence that the extensive
course reforms had not had their anticipated (beneficial)
effects on student understanding, at least as measured by
student performance on exams.

The results of our analysis of student performance on
Category �3 and Category �3 photosynthesis and cellular
respiration questions provide us with a different perspective
on the 62% Rule. While the overall exam averages remained
fairly constant between 2002 and 2007 (there were only 3 of
24 total exams in which the class average was higher than
62%), we found that students were in fact improving on
Category �3 photosynthesis and cellular respiration ques-
tions and that their performance on Category �3 questions
remained, for the most part, the same. For the class averages
to remain steady at 62%, these gains in performance in
Category �3 questions must have been consistently offset by
students’ performance on questions about other topics, such
as cell cycle and DNA transcription and translation.

2006 Dip in Student Performance
One potential explanation of the 2006 decrease in student
performance on the Category �3 cellular respiration exam
questions (Figure 3) involves both temporal and conceptual
components. In almost every year included in our study, the
Bio101 instructors tested their students on cellular respira-
tion and photosynthesis on the same midterm exam (the
second of three midterm exams). In 2006, however, the
initial unit on large biomolecules was dispersed throughout
the course. The result was that the instructors taught the
cellular respiration unit earlier in the semester and included
it on the first midterm exam but kept photosynthesis on the
second exam. Thus students prepared for the exams on the
photosynthesis and cellular respiration models separately. It
is possible that this instructional change had conceptual
consequences and that the performance decrease that year

indicates the significant conceptual “dividends” of address-
ing these two topics close together in terms of instruction
and assessment. This raises the question: How might certain
ways of understanding photosynthesis have desirable ef-
fects or influences on particular ways of understanding cel-
lular respiration?

Student Performance on Category >3 Questions
While, with the exception of 2006, student performance on
Category �3 exam questions resulted in steady gains, stu-
dent performance on Category �3 exam questions did not.
There are many possible explanations for the students’ in-
ability to apply and/or manipulate the models of photosyn-
thesis and cellular respiration beyond the contextual bound-
aries in which they were originally presented during
instruction. One is that while our implemented reforms led
to changes in some components of the course, they may not
have been as effective in promoting changes in other areas.
For example, our framework for understanding and assess-
ing the processes of photosynthesis and cellular respiration
allows for a certain degree of precision and specificity not
found in other existing frameworks for understanding biol-
ogy. How the affordances of this framework are communi-
cated to and implemented by instructors is a complex un-
dertaking and thus is still a work in progress. A case in point
is the Bio101 instructors’ use of frameworks associated with
the DQC project. The DQC frameworks for understanding
organize the content associated with cellular respiration and
photosynthesis around a set of specific practices—such as
tracing matter, tracing energy, and keeping careful track of
issues related to scale and context/location. The goal of the
DQC frameworks is to help students reduce the perceived
complexity of topics like photosynthesis and cellular respi-
ration in a systematic way such that they can then apply a
similar framework to problems and topics beyond photo-
synthesis and cellular respiration. While the instructors en-
gaged certain dimensions of the DQC frameworks by asking
students questions and/or emphasizing particular terms
and concepts during the lectures, they did not explicitly
present, construct, and/or otherwise explore and unpack
the DQC frameworks for understanding with their students.
Given their goals for student understanding of these con-
cepts, the explicit and consistent use of the frameworks
would go a long way toward helping students better under-
stand the specific knowledge and performances that are
expected of them. Such use requires significant investment
of time and commitment, and we are encouraged by the
changes we have observed as our colleagues have begun to
take on the task of instructional reform using these frame-
works and assessment tools as both instructional and diag-
nostic resources.

Our work has also led us to an interest in examining more
closely the questions we are presently classifying as Cate-
gory �3. It is possible that questions within this category
vary in their demands on student understanding. For exam-
ple, some Category �3 questions contain highly technical
discipline-specific terminology, whereas others with the
same rating consist of less technical, more commonly used
terms. An example of a technical item is a question the
Bio101 instructors regularly use about thylakoid membranes
(“Assume a thylakoid is somehow punctured so that the
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interior of the thylakoid is no longer separated from the
stroma. This damage will have the most direct effect on
which of the following processes?”). The mean rating of
this question was 3.4; 39% of the students answered it
correctly. An example of a less technical item is a question
the instructors commonly use about the growth of maple
trees (“A mature maple tree can have a mass of 1 ton or
more— dry biomass, after removing the water—yet it
starts from a seed that weighs �1 g. Which of the follow-
ing processes contributes the most to this huge increase in
biomass?”) The mean rating of this question was 3.8;
48.5% of the students answered it correctly. It is possible
that these two different types of questions place particular
types of linguistic and/or conceptual demands on stu-
dents that we have yet to fully account for in our present
framework for understanding.

Implications and Conclusions
One of the challenges we are addressing in our work is to
find more explicit and productive ways to “tune” the visual
representations commonly used during instruction of pho-
tosynthesis and cellular respiration to our evolving frame-
work for understanding. One way this tuning has occurred
is that the course instructors have created more opportuni-
ties for their students to practice describing, manipulating,
and applying the models in class. For example, one of the
two instructors created a pedagogical intervention with
the aid of iClicker� technology. Using PowerPoint and the
handheld student response system, he helped students con-
struct an important teaching model for cellular respiration
from scratch by using an interactive image-driven story of a
marshmallow burning over a campfire. Another way this
tuning has occurred is that we have begun to foreground
those principles featured in our framework and in the teach-
ing models themselves. For example, we are working with
course instructors to fine-tune standard visual representa-
tions for photosynthesis and cellular respiration (i.e., their
teaching models) and align them more carefully and explic-
itly with the practices articulated by the DQC framework
(i.e., tracing matter, tracing energy, and identifying scale and
location).

Explicit instructional moves to share teaching models as
well as relevant practices with students seems particularly
important given what Lemke has called the “mystique of
science” (Lemke, 1990). Our experiences suggest that science
instructors should develop prolonged, strategic, and explicit
ways of sharing what counts as target understandings of
important concepts with their students. Our initial investi-
gations, in which we explicitly situate a problem within the
framework and continually engage students in making use
of these practices, suggest that this mystique is removed and
increased understanding results.

While we have made use of multiple-choice format ques-
tions as a vehicle for assessing students’ ability to engage in
principled use of teaching models, we also have used more
open-ended question formats. (In fact, it was from student
answers to such assessments that many of our foils for the
multiple-choice items were identified.) Thus, there is no
reason why these frameworks and tools could not be used
with short-answer or essay questions and provide valuable
feedback to instructors and students alike. In addition, our

taxonomy can be adapted to any teaching model and there-
fore can be used by instructors to align assessment items
with their teaching model and used for similar longitudinal
studies.

Finally, we are pleased that our focus on principled use of
models has been taken up by those in other disciplines (e.g.,
geology, chemistry), both at our institution and at others
around the country. We have made the resources we have
developed available at http://dqc.crcstl.msu.edu. We antic-
ipate that as we further develop and refine teaching models
and assessments that reflect core concepts of a discipline, we
also will be able to develop more effective pedagogical
strategies to support students’ ability to make principled use
of these models to understand science more deeply and to
see the interrelationships among the different science disci-
plines.
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